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HCC Grid Introduction 
•  Use GlideinWMS for grid submission 

– CMS Factory at UCSD 
 

•  Test applications on local clusters before 
going to grid 

•  Most workflows are designed by HPC/HTC 
application specialists. 



HCC Grid Introduction 
•  Run at 24 sites: 

– All CMS T2’s and CMS T1 
– Atlas: AGLT2, MWT2_IU, BNL, OU_OSCER 
– OSG: Clemson, NERSC-Carver 
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General Requirements for HCC 
1.  Worker Node OS = RHEL 5 

–  CentOS5, SL5 OK! 
–  We run/test on CentOS 5. 

2.  Worker nodes with internet access 
–  Can be NAT. 
–  Cannot just be http proxy. 

3.  OSG Certs 
–  Required for GlideinWMS 
 
 



General Requirements for HCC 
4.  OSG WN-Client 

–  Should already be everywhere. 
–  We use lcg-cp (with SRM) a lot. 

5.  Worker node local disk (flexible) 
–  Assume 10GB per slot  
–  In practice, we’ve never used more than 

500MB 



General Requirements for HCC 
6.  Worker node memory (flexible) 

–  Assume 1.5-2GB per slot 
–  1 GB minimum 
–  We detect memory with GlideinWMS 

7.  Squid Cache (Optional) 
–  Or any http proxy 
–  We use it for data 10MB < X < 150MB 



Notes from Usage 
•  Squid usage at BNL: 

– Non-resolvable squid: squid.sec.bnl.local:3128 

•  We’re fine with Preemption 
– Our target job length is 1 hour. 

•  We can use glExec if you want 
– Already run it at FNAL 
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